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Memes as Replicators
(Dawkins, 1976)

• A meme is “a unit of cultural transmission, 
or a unit of imitation”  

• Memes are subject to natural selection

• Memetic survival qualities

• longevity

• fecundity

• copying-fidelity



Memes and the Ideosphere

• Most meme belong to the ideosphere:

• wearing baseball caps backwards

• catchy tunes

• scientific ideas

• Memes tend to derive from incremental 
processes of intelligent design, explicit 
evaluations, and decisions to adopt

• Memes are products of “sighted watchmakers”



Can memetics help us 
understand the specific 

nature of particular 
cultural products?



Memes and Language

• Blackmore (1999) suggests that language 
evolved through imitation-based competition 
between words and expressions as a vehicle 
for meme transmission

• van Driem (2005) argues that memes should 
be construed as meanings mediated by 
linguistic forms, whose competition drives 
language evolution

! Brain adaptations for language memes



Memes   vs.    Language
• no biological 

constraints on 
evolution

• no intrinsic link 
between brains 
and memes

• acquired through 
conscious effort 
and/or instruction

• no universality

• evolution 
constrained by 
biology

• close fit between 
brains and 
language

• effortless 
acquisition with 
milestones

• species universal
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Language could have

been the decisive

event that made

human culture

possible

Wolfgang Enard,

Max Planck

Institute
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Cultural Transmission 
of Language

• “… much of the replicative information needed to perpetuate 
language is stored in culture, not in the genes.” Donald (1998: p. 50)

• “… the actual grammatical structures of modern languages 
were humanly created through processes of 
grammaticalization during particular cultural histories, and 
through processes of cultural learning, …”  Tomasello (2000: p. 163)

• “… language evolved culturally as a more or less cumulative 
set of  ‘inventions’ that exploited the pre-adaptation of a brain 
that was ‘language ready’ but did not genetically encode general 
properties of, for example, grammar.” Arbib (2003; p. 182)



Language Evolution through 
Cultural Transmission 

• Emerging perspective on language evolution:

E.g.: Arbib (2003), Christiansen (1994), Davidson (2003), 
Deacon (1997), Donald (1998), Givon (1998), Kirby & 
Hurford (2002), Tomasello (2003)

• Grammatical structure emerged through 
cultural transmission of language across many 
generations of learners

• Grammatical structure is not a product of 
biological evolution



Problems with 
Cultural Transmission

• Cultural transmission alone cannot explain:

• the complex and intricate structure of language

• the existence of language universals

• the close match between language and 
underlying mechanisms

• the species-specificity and species-universality 
of human language

• Innate constraints on cultural transmission 
are needed



“It’s not a question of 
Nature vs. Nurture; the 
question is about the 
Nature of Nature.”

Liz Bates



Outline

• Language as shaped by the brain

• Neural bases for processing sequential 
information and language

• Sequential learning and language acquisition

• Genetic bases for sequential learning and 
language

• Conclusions



Language as Shaped by the 
Brain



Language Learning and Evolution

• Why is language so well-suited to being  
learned by the brain?

• Cultural transmission has shaped language 
to be as learnable/usable as possible by 
human brain mechanisms

E.g., Christiansen (1994), Deacon (1997), Kirby (2000)

• Why is language learnt so readily, and why 
is language structured the way it is?

• Why is the brain so well-suited for learning 
language?



Language as an Organism

• Highly complex systems of interconnected 
constraints

• Evolved in a symbiotic relationship with the 
human brain

• Adaptive complexity arises from random 
linguistic variation winnowed by selectional 
pressures deriving from the brain

• Product of “blind watchmakers”



Multiple Constraints

• Constraints from thought

• Pragmatic constraints

• Perceptuo-motor factors

• Cognitive constraints on learning and 
processing



How to Explain Word Order?

• Classical view:

• X-bar Theory (Chomsky, 1986)

• Biological adaptation – part of UG (Pinker, 1994)

• Alternative perspective:

• Word order regularities emerged through 
cultural transmission of language across many 
generations of learners/users

• Word order is not a product of biological 
evolution



Sequential learning 
Biological Adaptation

500 generations 

Simulation Overview

Time

Language + Sequential learning 
Biological + Linguistic 

Adaptation
 



The Learners: SRNs

Context

copy-back

current input previous internal state

next output

Output

Hidden

Input

Simple Recurrent Network (Elman, 1990)



• Networks were trained on a serial reaction 
time learning task (Lee, 1997)

• Input:  Sequences of digits from 1-5

• Task: Predict the next digit

• Constraint:  Digits are presented in random 
order with no repetition

• 3 2 4 1 5

The Sequential Learning Task
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• SRNs: 21 input units, 6 output units and 10 
hidden and context units

• Localist representation of digits: 

• Input:  Four units encoded each digits

• Output: Each unit encoded one digit and one 
unit marked the End of String (EOS) 

• Training set: 500 random 5-digit sequences 

• Test set: 200 random 5-digit sequences

Training Details



Scoring SL Performance

5 2 3...
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Full-conditional
probability vector 
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• SRN “genome”: Initial weights prior to 
learning

• The initial weights for the best learner 
were selected for each generation

• The winner weights were mutated to 
produce 8 “offspring”

• By adding a random normally distributed 
vector (sd = 0.05) (Batali, 1994)

Biological Evolution of SRNs



Biological Evolution in SRNs

best learner
Initial Weights Net 1

Initial Weights Net 2

Initial Weights Net 3

Initial Weights Net 4

Initial Weights Net 6

Initial Weights Net 7

Initial Weights Net 8

Initial Weights Net 9

Initial Weights Net 1

Generation ‘n’

Initial Weights Net 3

Initial Weights Net 4

Initial Weights Net 5

Initial Weights Net 6

Initial Weights Net 7

Initial Weights Net 8

Initial Weights Net 9

Initial Weights Net 2

Generation ‘n+1’

Initial Weights Net 5
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Simulation Overview

Time

Sequential learning 
Biological Adaptation

500 generations 

Language + Sequential learning 
Biological + Linguistic 

Adaptation
 



Linguistic and Biological 
Evolution

• Languages: 5 different languages compete 
each generation 

• Linguistic Adaptation: Best learnt language 
survives and produces 4 “offspring” 

• Biological Adaptation: Networks are 
selected based on their linguistic 
performance 

• SL Constraint:  Only networks performing 
minimally at average level on the sequential 
learning task were selected



Grammar Skeleton

S! ! !{NP VP}! (1)

NP! ! !{N (PP)}! (2)

PP! ! !{adp NP}! (3)

VP! ! !{V (NP) (PP)}! (4)

NP! ! !{N PossP}! (5)

PossP!! !{Poss NP}! (6)



Grammar Example

S! ! ! VP NP! ! (Head Final)

NP! ! ! N (PP)!    ! (Head First)

PP! ! ! adp NP | NP adp!     (Flexible)

VP! ! !  V (NP) (PP)!    ! (Head First)

NP! ! ! PossP N                ! (Head Final)

PossP!! ! Poss NP | NP Poss ! (Flexible)



• Input Layer (21 units):

• Localist encoding of the vocabulary

• 8 nouns, 8 verbs, 3 adp, 1 poss and EOS 

• Output layer (6 units):

• Localist encoding of the grammatical roles

• Object, Subject, Adp, Verb, Poss and EOS

Networks



Linguistic Task

• Task: Predict next grammatical role in a 
sentence

• Training corpus: Learning from 1,000 
sentences from each grammar 

• Test corpus: Processing of 100 sentences 
from each grammar



Scoring Language Performance
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 Linguistic Evolution

• Initial state: All flexible head ordering

• Language variation: Random mutations in the head 
order of any re-write rule

• Mutation rate: A re-write rule mutates with a 
probability of 1/12

• When the same language is selected for 50 
consecutive generations the simulation stops and 
that language is considered the “winner language”



Winner Language Over Time
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Evolving Head-Order 
Consistency

• Flexibility: No flexible re-write rules

• Consistency: All winner languages had 5 re-
write rules with the same head order (out 
of 6)  

• Head Order: All winner languages were SOV



Biological vs. Linguistic 
Adaptation 
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• If language and learners evolve simultaneously, 
linguistic adaptation constrained by sequential 
learning overpowers biological adaptation

• Sequential learning constraints become 
embedded in the structure of language 

• Linguistic forms that fit these biases are more 
readily learned, and hence propagated more 
effectively from speaker to speaker 

Interim Summary (I)



Neural Bases for Processing 
Sequential Information and 

Language



Event-Related Potentials (ERP)



ERP Experiment

• Same set of participants 
(N=18) engaged in 2 
tasks involving on-line 
processing of

• sequential information

• language



Sequential Learning Stimuli

• 5 categories of stimuli and 10 tokens:

• A (1), B (1), C (2), D (3), E (3)

• Tokens:

• jux, dupp, hep, meep, nib, tam, sig, lum, cav, and biff

An additional 30 grammatical sentences were used for the 

Test Phase. Thirty ungrammatical sentences were 

additionally used for the Test Phase. To derive violations for 

the ungrammatical sentences, tokens of one word category 

in a grammatical sentence were replaced with tokens from a 

different word category. 

Natural language (NL) task Two lists, List1 and List2, 

containing counter-balanced sentence materials were used 

for the natural language task, adapted from Osterhout and 

Mobley (1995). Each list consisted of 60 English sentences, 

30 being grammatical and 30 having a violation in terms of 

subject-verb number agreement (e.g., ‘Most cats likes to 

play outside’). One additional list of 60 sentences was used 

as filler materials, also adapted from Osterhout and Mobley 

(1995). The filler list had 30 grammatical sentences and 30 

sentences that had one of two types of violation: antecedent-

reflexive number (e.g., ‘The Olympic swimmer trained 

themselves for the swim meet’) or gender  (e.g., ‘The kind 

uncle enjoyed herself at Christmas’) agreement. 

Procedure 

Participants were tested individually, sitting in front of a 

computer monitor. The participant’s left and right thumbs 

were each positioned over the left and right buttons of a 

button box. All subjects participated in the SL task first and 

the NL task second. 

Statistical learning task Participants were instructed that 

their job was to learn an artificial “language” consisting of 

new words that they would not have seen before and which 

described different arrangements of visual shapes appearing 

on the computer screen. The SL task consisted of two 

phases, a Learning Phase and a Test Phase, with the 

Learning Phase itself consisting of four sub-phases.  

In the first Learning sub-phase, participants were shown a 

Noun or a Verb, one at a time, with the nonword token 

displayed at the bottom of the screen and its corresponding 

visual referent displayed in the middle of the screen. 

Participants could observe the scene for as long as they 

liked and when they were ready, they pressed a key to 

continue. All three Verbs but only the three Nouns preceded 

by d were included (i.e., only the black Noun referents). The 

6 words were presented in random order, 4 times each for a 

total of 24 trials. 

In the second Learning sub-phase, the procedure was 

identical to the first sub-phase but now the other six Noun 

variations were included, those preceded by D A1 or D A2 

(i.e., the red and green Noun referents). The 9 Nouns and 3 

Verbs were presented in random order, two times each, for a 

total of 24 trials. 

In the third Learning sub-phase, full sentences were 

presented to participants, with the nonword tokens presented 

below the corresponding visual scene. The 60 Learning 

sentences described above were used for this sub-phase, 

each presented in random order, 3 times each. 

In the fourth and final Learning sub-phase, participants 

were again exposed to the same 60 Learning sentences but 

this time the visual referent scene appeared on its own, prior 

to displaying the corresponding nonword tokens. First, a 

visual scene was shown for 4 sec, and then after a 300 msec 

pause, the nonword sentences that described the scene were 

displayed, one word at a time (duration: 350 msec; ISI: 300 

msec). The 60 Learning sentences/scenes were presented in 

random order. 

In the Test Phase, participants were told that they would 

be presented with new scenes and sentences from the 

artificial language. Half of the sentences would describe the 

scenes according to the same rules of the language as 

before, whereas the other half of the sentences would 

contain an error with respect to the rules of the language. 

The participant’s task was to decide which sentences 

followed the rules correctly and which did not by pressing a 

button on the response pad. The visual referent scenes were 

presented first, none of which contained grammatical 

violations, followed by the nonword sentences (with timing 

identical to Learning sub-phase 4). After the final word of 

the sentence was presented, a 1400 msec pause occurred, 

followed by a test prompt asking for the participant’s 

response. The 60 Test sentences/scenes were presented in 

random order, one time each. 

Natural language task Participants were instructed that 

they would be presented with English sentences appearing 

on the screen, one word at a time. Their task was to decide 

whether each sentence was acceptable or not (by pressing 

the left or right button), with an unacceptable sentence being 

one having any type of anomaly and would not be said by a 

fluent English speaker. Before each sentence, a fixation 

cross was presented for 500 msec in the center of the screen, 

and then each word of the sentence was presented one at a 

time for 350 msec, with 300 msec occurring between each 

word (thus words were presented with a similar duration and 

ISI as in the SL task). After the final word of the sentence 

was presented, a 1400 msec pause occurred followed by a 

test prompt asking the subject to make a button response 

regarding the sentence’s acceptability. Participants received 

Figure 1: a) The artificial grammar used to generate the adjacent 

dependency language. The nodes denote word categories and the 

arrows indicate valid transitions from the beginning node ([) to the 

end node (]). b) An example sentence with its associated visual 

scene (the sequence of word categories below the dashed line is for 
illustrative purposes only and was not shown to the participants). 

A

B

A

BC C

D DE



An additional 30 grammatical sentences were used for the 

Test Phase. Thirty ungrammatical sentences were 

additionally used for the Test Phase. To derive violations for 

the ungrammatical sentences, tokens of one word category 

in a grammatical sentence were replaced with tokens from a 

different word category. 

Natural language (NL) task Two lists, List1 and List2, 

containing counter-balanced sentence materials were used 

for the natural language task, adapted from Osterhout and 

Mobley (1995). Each list consisted of 60 English sentences, 

30 being grammatical and 30 having a violation in terms of 

subject-verb number agreement (e.g., ‘Most cats likes to 

play outside’). One additional list of 60 sentences was used 

as filler materials, also adapted from Osterhout and Mobley 

(1995). The filler list had 30 grammatical sentences and 30 

sentences that had one of two types of violation: antecedent-

reflexive number (e.g., ‘The Olympic swimmer trained 

themselves for the swim meet’) or gender  (e.g., ‘The kind 

uncle enjoyed herself at Christmas’) agreement. 

Procedure 

Participants were tested individually, sitting in front of a 

computer monitor. The participant’s left and right thumbs 

were each positioned over the left and right buttons of a 

button box. All subjects participated in the SL task first and 

the NL task second. 

Statistical learning task Participants were instructed that 

their job was to learn an artificial “language” consisting of 

new words that they would not have seen before and which 

described different arrangements of visual shapes appearing 

on the computer screen. The SL task consisted of two 

phases, a Learning Phase and a Test Phase, with the 

Learning Phase itself consisting of four sub-phases.  

In the first Learning sub-phase, participants were shown a 

Noun or a Verb, one at a time, with the nonword token 

displayed at the bottom of the screen and its corresponding 

visual referent displayed in the middle of the screen. 

Participants could observe the scene for as long as they 

liked and when they were ready, they pressed a key to 

continue. All three Verbs but only the three Nouns preceded 

by d were included (i.e., only the black Noun referents). The 

6 words were presented in random order, 4 times each for a 

total of 24 trials. 

In the second Learning sub-phase, the procedure was 

identical to the first sub-phase but now the other six Noun 

variations were included, those preceded by D A1 or D A2 

(i.e., the red and green Noun referents). The 9 Nouns and 3 

Verbs were presented in random order, two times each, for a 

total of 24 trials. 

In the third Learning sub-phase, full sentences were 

presented to participants, with the nonword tokens presented 

below the corresponding visual scene. The 60 Learning 

sentences described above were used for this sub-phase, 

each presented in random order, 3 times each. 

In the fourth and final Learning sub-phase, participants 

were again exposed to the same 60 Learning sentences but 

this time the visual referent scene appeared on its own, prior 

to displaying the corresponding nonword tokens. First, a 

visual scene was shown for 4 sec, and then after a 300 msec 

pause, the nonword sentences that described the scene were 

displayed, one word at a time (duration: 350 msec; ISI: 300 

msec). The 60 Learning sentences/scenes were presented in 

random order. 

In the Test Phase, participants were told that they would 

be presented with new scenes and sentences from the 

artificial language. Half of the sentences would describe the 

scenes according to the same rules of the language as 

before, whereas the other half of the sentences would 

contain an error with respect to the rules of the language. 

The participant’s task was to decide which sentences 

followed the rules correctly and which did not by pressing a 

button on the response pad. The visual referent scenes were 

presented first, none of which contained grammatical 

violations, followed by the nonword sentences (with timing 

identical to Learning sub-phase 4). After the final word of 

the sentence was presented, a 1400 msec pause occurred, 

followed by a test prompt asking for the participant’s 

response. The 60 Test sentences/scenes were presented in 

random order, one time each. 

Natural language task Participants were instructed that 

they would be presented with English sentences appearing 

on the screen, one word at a time. Their task was to decide 

whether each sentence was acceptable or not (by pressing 

the left or right button), with an unacceptable sentence being 

one having any type of anomaly and would not be said by a 

fluent English speaker. Before each sentence, a fixation 

cross was presented for 500 msec in the center of the screen, 

and then each word of the sentence was presented one at a 

time for 350 msec, with 300 msec occurring between each 

word (thus words were presented with a similar duration and 

ISI as in the SL task). After the final word of the sentence 

was presented, a 1400 msec pause occurred followed by a 

test prompt asking the subject to make a button response 

regarding the sentence’s acceptability. Participants received 

Figure 1: a) The artificial grammar used to generate the adjacent 

dependency language. The nodes denote word categories and the 

arrows indicate valid transitions from the beginning node ([) to the 

end node (]). b) An example sentence with its associated visual 

scene (the sequence of word categories below the dashed line is for 
illustrative purposes only and was not shown to the participants). 

[   A       D2       E3          B          C2      D  ]



Sequential Learning Procedure

• Learning Phase

• Unsupervised learning

• Sequences shown along with visual referents 

• Four-stage, increasing complexity

• Test Phase: 60 new sequences

• 30 legal and 30 illegal

• B C1 D3 E1  A D2

• B C1 D3 D1 A D2



Natural Language Task

• Processing natural language sentences, some 
with subject-noun/verb agreement violations

• Most cats like to play outside.

• Most cats likes to play outside.

• 60 sentences + fillers

• 30 grammatical and 30 ungrammatical

• Sentence presented one word at a time



Behavioral Results

• Behavioral dependent variable:

• classification accuracy

• Sequential learning: 93.9% correct

• Natural language: 92.9% correct



ERP Regions of Interest

Source: Barber & Carreiras, Jrnl Cog Neuro, 2005



Natural Language ERPs

a total of 120 sentences, 60 from List1 or List2 and 60 from 

the Filler list.  

EEG Recording and Analyses 

The EEG was recorded from 128 scalp sites using the EGI 

Geodesic Sensor Net (Tucker, 1993) during the Test Phase 

of the SL task and throughout the NL task. All electrode 

impedances were kept below 50 k!. Recordings were made 

with a 0.1 to 100-Hz bandpass filter and digitized at 250 Hz. 

The continuous EEG was segmented into epochs in the 

interval -100 msec to +900 msec with respect to the onset of 

the target word that created the structural incongruency. 

Participants were visually shown a display of the real-

time EEG and observed the effects of blinking, jaw 

clenching, and eye movements, and were given specific 

instructions to avoid or limit such behaviors throughout the 

experiment. Trials with eye-movement artifacts or more 

than 10 bad channels were excluded from the average. A 

channel was considered bad if it reached 200 "V or changed 

more than 100 "V between samples. This resulted in less 

than 11% of trials being excluded, evenly distributed across 

conditions. ERPs were baseline-corrected with respect to the 

100-msec pre-stimulus interval and referenced to an average 

reference. Separate ERPs were computed for each subject, 

each condition, and each electrode. 

Following Barber and Carreiras (2005), six regions of 

interest were defined, each containing the means of 11 

electrodes: left anterior (13, 20, 21, 25, 28, 29, 30, 34, 35, 

36, and 40), left central (31, 32, 37, 38, 41, 42, 43, 46, 47, 

48, and 50), left posterior (51, 52, 53, 54, 58, 59, 60, 61, 66, 

67, and 72), right anterior (4, 111, 112, 113, 116, 117, 118, 

119, 122, 123, and 124), right central (81, 88, 94, 99, 102, 

103, 104, 105, 106, 109, and 110), and right posterior (77, 

78, 79, 80, 85, 86, 87, 92, 93, 97, and 98). 

We performed analyses on the mean voltage within the 

same three latency windows as in Barber and Carreiras 

(2005): 300-450, 500-700, and 700-900 msec. Separate 

repeated-measures ANOVAs were performed for each 

latency window, with grammaticality (grammatical and 

ungrammatical), electrode region (anterior, central, and 

posterior), and hemisphere (left and right) as factors. 

Geisser-Greenhouse corrections for non-sphericity of 

variance were applied when appropriate. Because the 

description of the results focuses on the effect of the 

experimental manipulations, effects related to region or 

hemisphere are only reported when they interact with 

grammaticality. Results from the omnibus ANOVA are 

reported first followed by planned comparisons. 

Results 

Grammaticality Judgments 

Of the test items in the SL task, participants classified 

93.9% correctly. In the NL task, 92.9% of the target 

noun/verb-agreement items were correctly classified. Both 

levels of classification were significantly better than chance 

(p’s < .0001) and not different from one another (p > .5).  

Event-Related Potentials 

Figure 2 shows the grand average ERP waveforms for 

grammatical and ungrammatical trials across six 

representative electrodes (Barber and Carreiras, 2005) for 

the NL (left) and SL (right) tasks. Visual inspection of the 

ERPs indicates the presence of a left-anterior negativity 

(LAN) in the NL task, but not in the SL task, and a late 

positivity (P600) at central and posterior sites in both tasks, 

with a stronger effect in the left-hemisphere and across 

 

msec 

-4µV 

Figure 2: Grand average ERPs elicited for target words for grammatical (dashed) and ungrammatical (solid) continuations in the natural 

language (left) and statistical learning (right) tasks. The vertical lines mark the onset of the target word. Six electrodes are shown, 

representative of the left-anterior (25), right-anterior (124), left-central (37), right-central (105), left-posterior (60), and right-posterior (86) 
regions. Negative voltage is plotted up. 

NATURAL LANGUAGE  STATISTICAL LEARNING 

LAN

P600

Source: Christiansen, Conway & Onnis, Proc. Cogn. Sci. Soc., 2007



Sequential Learning ERPs

a total of 120 sentences, 60 from List1 or List2 and 60 from 

the Filler list.  

EEG Recording and Analyses 

The EEG was recorded from 128 scalp sites using the EGI 

Geodesic Sensor Net (Tucker, 1993) during the Test Phase 

of the SL task and throughout the NL task. All electrode 

impedances were kept below 50 k!. Recordings were made 

with a 0.1 to 100-Hz bandpass filter and digitized at 250 Hz. 

The continuous EEG was segmented into epochs in the 

interval -100 msec to +900 msec with respect to the onset of 

the target word that created the structural incongruency. 

Participants were visually shown a display of the real-

time EEG and observed the effects of blinking, jaw 

clenching, and eye movements, and were given specific 

instructions to avoid or limit such behaviors throughout the 

experiment. Trials with eye-movement artifacts or more 

than 10 bad channels were excluded from the average. A 

channel was considered bad if it reached 200 "V or changed 

more than 100 "V between samples. This resulted in less 

than 11% of trials being excluded, evenly distributed across 

conditions. ERPs were baseline-corrected with respect to the 

100-msec pre-stimulus interval and referenced to an average 

reference. Separate ERPs were computed for each subject, 

each condition, and each electrode. 

Following Barber and Carreiras (2005), six regions of 

interest were defined, each containing the means of 11 

electrodes: left anterior (13, 20, 21, 25, 28, 29, 30, 34, 35, 

36, and 40), left central (31, 32, 37, 38, 41, 42, 43, 46, 47, 

48, and 50), left posterior (51, 52, 53, 54, 58, 59, 60, 61, 66, 

67, and 72), right anterior (4, 111, 112, 113, 116, 117, 118, 

119, 122, 123, and 124), right central (81, 88, 94, 99, 102, 

103, 104, 105, 106, 109, and 110), and right posterior (77, 

78, 79, 80, 85, 86, 87, 92, 93, 97, and 98). 

We performed analyses on the mean voltage within the 

same three latency windows as in Barber and Carreiras 

(2005): 300-450, 500-700, and 700-900 msec. Separate 

repeated-measures ANOVAs were performed for each 

latency window, with grammaticality (grammatical and 

ungrammatical), electrode region (anterior, central, and 

posterior), and hemisphere (left and right) as factors. 

Geisser-Greenhouse corrections for non-sphericity of 

variance were applied when appropriate. Because the 

description of the results focuses on the effect of the 

experimental manipulations, effects related to region or 

hemisphere are only reported when they interact with 

grammaticality. Results from the omnibus ANOVA are 

reported first followed by planned comparisons. 

Results 

Grammaticality Judgments 

Of the test items in the SL task, participants classified 

93.9% correctly. In the NL task, 92.9% of the target 

noun/verb-agreement items were correctly classified. Both 

levels of classification were significantly better than chance 

(p’s < .0001) and not different from one another (p > .5).  

Event-Related Potentials 

Figure 2 shows the grand average ERP waveforms for 

grammatical and ungrammatical trials across six 

representative electrodes (Barber and Carreiras, 2005) for 

the NL (left) and SL (right) tasks. Visual inspection of the 

ERPs indicates the presence of a left-anterior negativity 

(LAN) in the NL task, but not in the SL task, and a late 

positivity (P600) at central and posterior sites in both tasks, 

with a stronger effect in the left-hemisphere and across 
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Figure 2: Grand average ERPs elicited for target words for grammatical (dashed) and ungrammatical (solid) continuations in the natural 

language (left) and statistical learning (right) tasks. The vertical lines mark the onset of the target word. Six electrodes are shown, 

representative of the left-anterior (25), right-anterior (124), left-central (37), right-central (105), left-posterior (60), and right-posterior (86) 
regions. Negative voltage is plotted up. 

NATURAL LANGUAGE  STATISTICAL LEARNING 

P600

Source: Christiansen, Conway & Onnis, Proc. Cogn. Sci. Soc., 2007



Difference Waves

posterior regions. These observations were confirmed by the 

statistical analyses reported below. 

300-450 msec latency window For the NL data there was a 

two-way interaction between grammaticality and 

hemisphere (F(1,17) = 4.71, p < .05). An effect of 

grammaticality was only found for the left-anterior region, 

where ungrammatical items were significantly more 

negative (F(1,17) = 9.52, p < .007), suggesting a LAN. No 

significant main effects or interactions related to 

grammaticality were found for the SL data. 

500-700 msec latency window There was an overall effect 

of grammaticality (F(1,17) = 15.96, p < .001) and a  

significant interaction between grammaticality and region in 

the NL data (F(2,34) = 8.88, p < .002, ! = .77). This 

interaction arose due to the differential effect of 

grammaticality across the anterior and central regions 

(F(1,17) = 17.55, p < .001). Whereas the negative deflection 

elicited by the ungrammatical items continued across the 

left-anterior region (F(1,17) = 5.49, p < .04), a positive 

wave was observed for both posterior regions (left: F(1,17) 

= 15.23, p < .001; right: F(1,17) = 9.40, p < .007) and 

marginally significant for the left-central region (F(1,17) = 

3.16, p = .093), indicative of a P600 effect.  

For the SL data, there was an overall effect of 

grammaticality (F(1,17) = 13.94, p < .002). A positive 

deflection was observed across the left- and right posterior 

regions (F(1,17) = 5.74, p < .03; F(1,17) = 4.53, p < .05) 

and marginally significant for the left-central region 

(F(1,17) = 4.32, p = .053) suggesting a P600 effect similar 

to the one elicited by natural language. 

700-900 msec latency window A grammaticality ! region ! 

hemisphere interaction was found (F(2,34) = 3.65, p < .04, ! 

= .98) for the NL data, along with a grammaticality ! region 

interaction (F(2,34) = 12.66, p < .001, ! = .72) and an 

overall effect of grammaticality (F(1,17) = 9.46, p < .007). 

Both interactions were driven by the differential effects of 

grammaticality on the ERPs in the anterior and central 

regions (F(1,17) = 21.25, p < .0001), combined with a 

hemisphere modulation in the three-way interaction (F(1,17) 

= 4.81, p < .05). The negative deflection for ungrammatical 

items continued in the left-anterior region (F(1,17) = 13.93, 

p < .002, as did the positive wave across left- and right-

posterior regions (F(1,17) = 11.70, p < .003; F(1,17) = 

11.38, p < .004), and which now also emerged over the 

right-central region (F(1,17) = 5.69, p < .03). 

A marginal overall effect of grammaticality was found for 

the SL data (F(1,17) = 3.88, p = .065). In this time window 

the positive-going deflection had all but disappeared except 

for a marginal effect across the left-central region (F(1,17) = 

4.23, p = .055). 

Comparison of Language and Statistical Learning 

To more closely compare the ERP responses to structural 

incongruencies in language and statistical learning, we 

computed ungrammatical-grammatical difference waves for 

each electrode site. Figure 3 shows the resulting waveforms 

for our six representative electrodes. NL and SL difference 

waves were compared in the latency range of the P600: we 

conducted a repeated-measures analysis between 500 and 

700 msec with task as the main factor. 

There was no main effect of task (F(1,17) = .03, p = .87), 

nor any significant interactions with region (F(2,34) = 1.47, 

p = .246, ! = .71) or hemisphere (F(1,17) = .45, p = .511). 

However, there was a marginal three-way interaction 

(F(2,34) = 2.77, p = .077) but this was due to the differential 

modulation of the task and hemisphere factors in the 

anterior and central regions (F(1,17) = 4.29, p = .054). 

Indeed, planned comparisons indicated that only in the left-

anterior region was there a significant effect of task due to 

the LAN-associated negative-going difference wave for the 

language condition (F(1,17) = 4.95, p < .04). No other 

effects of task were found (F’s < .6).  

Because LAN has been hypothesized to arise from 

different neural processes than the P600 (e.g., Friederici, 

1995), our data suggest that the P600 effects we observed in 

both tasks are likely to be produced by the same neural 

generators. This suggestion is further supported by a 

regression analysis in which we used the difference between 

ungrammatical and grammatical responses averaged across 

the posterior region for the SL task to predict the mean 

difference elicited by the NL task in the same region. The 

analysis revealed a significant correlation between P600 

effects across tasks (R = .50, F(1,16) = 5.34, p < .04): the 

stronger a participant’s P600 effect was in the SL task, the 

more pronounced was the corresponding NL P600 in the NL 

task. The close match between the NL and SL P600 effects 

is particularly striking given the difference in violations 

across the two tasks (NL: agreement; SL: word category). 

 

Figure 3: Difference waves (ungrammatical minus grammatical) 

for the language (light-colored) and statistical learning (dark-

colored) tasks. 
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posterior regions. These observations were confirmed by the 

statistical analyses reported below. 

300-450 msec latency window For the NL data there was a 

two-way interaction between grammaticality and 

hemisphere (F(1,17) = 4.71, p < .05). An effect of 

grammaticality was only found for the left-anterior region, 

where ungrammatical items were significantly more 

negative (F(1,17) = 9.52, p < .007), suggesting a LAN. No 

significant main effects or interactions related to 

grammaticality were found for the SL data. 

500-700 msec latency window There was an overall effect 

of grammaticality (F(1,17) = 15.96, p < .001) and a  

significant interaction between grammaticality and region in 

the NL data (F(2,34) = 8.88, p < .002, ! = .77). This 

interaction arose due to the differential effect of 

grammaticality across the anterior and central regions 

(F(1,17) = 17.55, p < .001). Whereas the negative deflection 

elicited by the ungrammatical items continued across the 

left-anterior region (F(1,17) = 5.49, p < .04), a positive 

wave was observed for both posterior regions (left: F(1,17) 

= 15.23, p < .001; right: F(1,17) = 9.40, p < .007) and 

marginally significant for the left-central region (F(1,17) = 

3.16, p = .093), indicative of a P600 effect.  

For the SL data, there was an overall effect of 

grammaticality (F(1,17) = 13.94, p < .002). A positive 

deflection was observed across the left- and right posterior 

regions (F(1,17) = 5.74, p < .03; F(1,17) = 4.53, p < .05) 

and marginally significant for the left-central region 

(F(1,17) = 4.32, p = .053) suggesting a P600 effect similar 

to the one elicited by natural language. 

700-900 msec latency window A grammaticality ! region ! 

hemisphere interaction was found (F(2,34) = 3.65, p < .04, ! 

= .98) for the NL data, along with a grammaticality ! region 

interaction (F(2,34) = 12.66, p < .001, ! = .72) and an 

overall effect of grammaticality (F(1,17) = 9.46, p < .007). 

Both interactions were driven by the differential effects of 

grammaticality on the ERPs in the anterior and central 

regions (F(1,17) = 21.25, p < .0001), combined with a 

hemisphere modulation in the three-way interaction (F(1,17) 

= 4.81, p < .05). The negative deflection for ungrammatical 

items continued in the left-anterior region (F(1,17) = 13.93, 

p < .002, as did the positive wave across left- and right-

posterior regions (F(1,17) = 11.70, p < .003; F(1,17) = 

11.38, p < .004), and which now also emerged over the 

right-central region (F(1,17) = 5.69, p < .03). 

A marginal overall effect of grammaticality was found for 

the SL data (F(1,17) = 3.88, p = .065). In this time window 

the positive-going deflection had all but disappeared except 

for a marginal effect across the left-central region (F(1,17) = 

4.23, p = .055). 

Comparison of Language and Statistical Learning 

To more closely compare the ERP responses to structural 

incongruencies in language and statistical learning, we 

computed ungrammatical-grammatical difference waves for 

each electrode site. Figure 3 shows the resulting waveforms 

for our six representative electrodes. NL and SL difference 

waves were compared in the latency range of the P600: we 

conducted a repeated-measures analysis between 500 and 

700 msec with task as the main factor. 

There was no main effect of task (F(1,17) = .03, p = .87), 

nor any significant interactions with region (F(2,34) = 1.47, 

p = .246, ! = .71) or hemisphere (F(1,17) = .45, p = .511). 

However, there was a marginal three-way interaction 

(F(2,34) = 2.77, p = .077) but this was due to the differential 

modulation of the task and hemisphere factors in the 

anterior and central regions (F(1,17) = 4.29, p = .054). 

Indeed, planned comparisons indicated that only in the left-

anterior region was there a significant effect of task due to 

the LAN-associated negative-going difference wave for the 

language condition (F(1,17) = 4.95, p < .04). No other 

effects of task were found (F’s < .6).  

Because LAN has been hypothesized to arise from 

different neural processes than the P600 (e.g., Friederici, 

1995), our data suggest that the P600 effects we observed in 

both tasks are likely to be produced by the same neural 

generators. This suggestion is further supported by a 

regression analysis in which we used the difference between 

ungrammatical and grammatical responses averaged across 

the posterior region for the SL task to predict the mean 

difference elicited by the NL task in the same region. The 

analysis revealed a significant correlation between P600 

effects across tasks (R = .50, F(1,16) = 5.34, p < .04): the 

stronger a participant’s P600 effect was in the SL task, the 

more pronounced was the corresponding NL P600 in the NL 

task. The close match between the NL and SL P600 effects 

is particularly striking given the difference in violations 

across the two tasks (NL: agreement; SL: word category). 

 

Figure 3: Difference waves (ungrammatical minus grammatical) 

for the language (light-colored) and statistical learning (dark-

colored) tasks. 
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posterior regions. These observations were confirmed by the 

statistical analyses reported below. 

300-450 msec latency window For the NL data there was a 

two-way interaction between grammaticality and 

hemisphere (F(1,17) = 4.71, p < .05). An effect of 

grammaticality was only found for the left-anterior region, 

where ungrammatical items were significantly more 

negative (F(1,17) = 9.52, p < .007), suggesting a LAN. No 

significant main effects or interactions related to 

grammaticality were found for the SL data. 

500-700 msec latency window There was an overall effect 

of grammaticality (F(1,17) = 15.96, p < .001) and a  

significant interaction between grammaticality and region in 

the NL data (F(2,34) = 8.88, p < .002, ! = .77). This 

interaction arose due to the differential effect of 

grammaticality across the anterior and central regions 

(F(1,17) = 17.55, p < .001). Whereas the negative deflection 

elicited by the ungrammatical items continued across the 

left-anterior region (F(1,17) = 5.49, p < .04), a positive 

wave was observed for both posterior regions (left: F(1,17) 

= 15.23, p < .001; right: F(1,17) = 9.40, p < .007) and 

marginally significant for the left-central region (F(1,17) = 

3.16, p = .093), indicative of a P600 effect.  

For the SL data, there was an overall effect of 

grammaticality (F(1,17) = 13.94, p < .002). A positive 

deflection was observed across the left- and right posterior 

regions (F(1,17) = 5.74, p < .03; F(1,17) = 4.53, p < .05) 

and marginally significant for the left-central region 

(F(1,17) = 4.32, p = .053) suggesting a P600 effect similar 

to the one elicited by natural language. 

700-900 msec latency window A grammaticality ! region ! 

hemisphere interaction was found (F(2,34) = 3.65, p < .04, ! 

= .98) for the NL data, along with a grammaticality ! region 

interaction (F(2,34) = 12.66, p < .001, ! = .72) and an 

overall effect of grammaticality (F(1,17) = 9.46, p < .007). 

Both interactions were driven by the differential effects of 

grammaticality on the ERPs in the anterior and central 

regions (F(1,17) = 21.25, p < .0001), combined with a 

hemisphere modulation in the three-way interaction (F(1,17) 

= 4.81, p < .05). The negative deflection for ungrammatical 

items continued in the left-anterior region (F(1,17) = 13.93, 

p < .002, as did the positive wave across left- and right-

posterior regions (F(1,17) = 11.70, p < .003; F(1,17) = 

11.38, p < .004), and which now also emerged over the 

right-central region (F(1,17) = 5.69, p < .03). 

A marginal overall effect of grammaticality was found for 

the SL data (F(1,17) = 3.88, p = .065). In this time window 

the positive-going deflection had all but disappeared except 

for a marginal effect across the left-central region (F(1,17) = 

4.23, p = .055). 

Comparison of Language and Statistical Learning 

To more closely compare the ERP responses to structural 

incongruencies in language and statistical learning, we 

computed ungrammatical-grammatical difference waves for 

each electrode site. Figure 3 shows the resulting waveforms 

for our six representative electrodes. NL and SL difference 

waves were compared in the latency range of the P600: we 

conducted a repeated-measures analysis between 500 and 

700 msec with task as the main factor. 

There was no main effect of task (F(1,17) = .03, p = .87), 

nor any significant interactions with region (F(2,34) = 1.47, 

p = .246, ! = .71) or hemisphere (F(1,17) = .45, p = .511). 

However, there was a marginal three-way interaction 

(F(2,34) = 2.77, p = .077) but this was due to the differential 

modulation of the task and hemisphere factors in the 

anterior and central regions (F(1,17) = 4.29, p = .054). 

Indeed, planned comparisons indicated that only in the left-

anterior region was there a significant effect of task due to 

the LAN-associated negative-going difference wave for the 

language condition (F(1,17) = 4.95, p < .04). No other 

effects of task were found (F’s < .6).  

Because LAN has been hypothesized to arise from 

different neural processes than the P600 (e.g., Friederici, 

1995), our data suggest that the P600 effects we observed in 

both tasks are likely to be produced by the same neural 

generators. This suggestion is further supported by a 

regression analysis in which we used the difference between 

ungrammatical and grammatical responses averaged across 

the posterior region for the SL task to predict the mean 

difference elicited by the NL task in the same region. The 

analysis revealed a significant correlation between P600 

effects across tasks (R = .50, F(1,16) = 5.34, p < .04): the 

stronger a participant’s P600 effect was in the SL task, the 

more pronounced was the corresponding NL P600 in the NL 

task. The close match between the NL and SL P600 effects 

is particularly striking given the difference in violations 

across the two tasks (NL: agreement; SL: word category). 
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LAN

Source: Christiansen, Conway & Onnis, Proc. Cogn. Sci. Soc., 2007
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Using Sequential Learning P600 to 
Predict Natural Language P600

Sequential Learning
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Interim Summary (II)

• Similar P600 effect for incongruencies in 
sequential learning and language

• The P600 component is an indication of 
violation of expectations

• Same neural mechanisms used for 
processing sequential learning and language



Sequential Learning and 
Language Acquisition



Innate Cognitive Constraints 
on Sequential Learning

• Language universals reflect cognitive constraints 
on sequential learning and processing, rather than 
innate linguistic knowledge 

• Prediction: Evidence of the innate cognitive 
constraints underlying linguistic universals should 
still be present in human performance on 
sequential learning



Sequential Learning 
Experiment

Vocabulary: jux, dupp, hep, meep, nib, vot, rud. lum, cav, biff

S! ! !NP VP

NP! ! !(PP) N

PP! ! !NP post

VP! ! !(PP) (NP) V

NP! ! !(PossP) N

PossP!! !NP Poss

Consistent Grammar Inconsistent Grammar

S! ! !NP VP

NP! ! !(PP) N

PP! ! !pre NP

VP! ! !(PP) (NP) V

NP! ! N (PossP)

PossP!! !Poss NP



Experimental Design

• Conditions

• Training on Consistent vs. Inconsistent 
grammar

• Training Phase

• 3 blocks of 30 grammatical items

• Test Phase

• 30 novel grammatical items

• 30 ungrammatical items



Experimental Procedure

Consistent Inconsistent

jux vot hep vot meep nib jux meep hep vot vot nib

Training

Grammatical Ungrammatical

Testing

cav hep vot lum meep nib cav hep vot rud meep nib
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jux vot hep vot meep nib

Visual Sequence Learning
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Interim Summary (III)

• Constraints on sequential learning give rise 
to specific patterns of acquisition

• Word order universals may be seen as 
“fossilized” sequential learning constraints



Genetic Bases for Sequential 
Learning and Language



FOXP2 (I)

• FOXP2 = Forkhead bOX P2 (Lai et al, 2001)

• codes for transcription factors – i.e.,  affects the 
expression other genes

• FOXP2 mutation leads to brain abnormalities

• caudate nucleus (Vargha-Khadem et al., 1998)

• FOXP2 is also expressed in the embryonic 
development of the lungs, heart and gut



Molecular Evolution of FOXP2

• FOXP2 is very well preserved in evolution

• Only one amino acid change in the 75 million 
years since mice and chimps diverged

• But 2 changes in the 6 million years since humans 
and chimps diverged

• Became fixed in humans about 200,000 years ago

• Neanderthals have the human version of 
FOXP2



FOXP2 (II)

• FOXP2 important for the development of 
cortico-striatal system (Watkins et al., 2002)

• Cortico-striatal system implicated in 
sequential learning (Packard & Knowlton, 2002)

• FOXP2 involved in sequential learning?



Molecular Genetic Study of 
Sequential Learning

• Participants 159 8th-graders

• 100 typical language learners

• 59 children with language impairment (LI) 

• Both groups have equivalent non-verbal IQ

• Blood or saliva samples obtained for 
recovery of DNA 



Sequential Learning Task

• Serial-Reaction Time (SRT) task:

• A target appears in one of 4 horizontal frames 
and the subject indicate where using 4 
corresponding buttons

 

 

Figure 1: Illustration of the format of the SRT experiment. 
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Genetics Terminology

• DNA base difference between individuals: 
Single Nucleotide Polymorphism (SNP)

• Sets of nearby SNPs inherited in blocks

• Pattern of SNPs in a block: Haplotype

• HapMap maps haplotypes using tag-SNPs



Procedure

• 6 SNPs extracted to cover principal haplotype 
blocks within FOXP2 

• SRT data analyzed using growth curve analyses

• Test for differences in learning rates as a 
function of a participant’s genotype at each SNP 
locus

17161514131211109876543b2 3a31s1 s2 s3

rs1916988 rs11505922 rs7785701 rs7799652rs2106900 rs1005958

SNPs

Regulatory Transcription

Haplotype Block

(correlated sequence)



Interim Summary (IV)

• FOXP2 genotypic variance is associated with 
individual differences in SRT learning and 
language status

• Same genetic basis for individual differences 
in both sequential learning and language



Conclusions



Conclusions (I): 
Language Evolution

• Language has evolved through cultural 
transmission shaped by the brain

• Same neural and genetic bases for sequential 
learning and language

• Constraint on sequential learning can explain 
aspects of linguistic structure

• Future work should uncover the nature of the 
constraints shaping the cultural evolution of 
language



Conclusions (II): 
Lessons from Language Evolution

• Treat memes as organisms, adapted to a specific 
environmental niche

• Produce testable memetic hypotheses by 
incorporating empirical constraints arising from 
specific environments

• Some parts of memetics may never be amenable 
to scientific enquiry



Conclusions (III): 
Experimental Memetics

• Linguistic adaptation as a possible model for 
memetics?

• Focus on processes of cultural transmission:

• simulation studies

• behavioral experiments

• social network web experiments



Thanks


